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1. Butterfly Matrix 2. Deformable Butterfly (DeBut)

1.1 Standard Butterfly Matrix Format 2.1 Convolution as a Matrix Product : : : :
y A bulging DeBut chain A monotonic DeBut chain
right - left . Filerl Filter2 s+ Filerc, _ Inputtensor  Output tensor 128 «——— 256 512 «—— 640——400 128 «——— 1128 «——256 < 400
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I dth Xp2q B2 s s =, Figure 6. (Left) An example of a bulging DeBut chain, which is like a bass trumpet bulging in the middle. (Right) An
Al |_-|  (Wo): mput (output) widt T o e e e | BB iﬁii example of a monotonic DeBut chain, which is like a clarinet having a monotonous shape.
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Figure 1. (Upper) 16 x 16 Butterfly factor matrices, the blue squares represent the nonzero elements. (Lower) Taking the | | —T" | e - The 1% Factor s
16 X 16 matrix on the left side as an example, the sparse Butterfly matrices are used to approximate the given dense - I il e (©)
matrix, which can reduce the number of parameters significantly. Figure 3. CNN convolution in its (a) conceptual, illustrative form; (b) equivalent matrix-matrix implementation by a flattened
] ] kernel matrix; (c) DeBut replacement of the kernel matrix.
 From right to left, the size of the blocks becomes larger. Update
, : The 2™ Factor
« Standard Butterfly matrices can be regarded as block-diagonal 2 2 Notati i
: : : : : ' otation To Approximate
matrices. The blocks are formed by four diagonal matrices, organized in ~ F
the 2 x 2 way. S R((&lz)) [ /\jon—zer O Update
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* It is evident that the standard Butterfly matrix has the powers-of-two o The 3" Factor
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1.2 Information Flow Viewpoint R i - RPXCI Update Each ti /
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Merged Information Information Flow Individual Entries
‘ Number of Figure 6. Alternating Least Squares (ALS) is employed to initialize the DeBut factors when substituting a selected layer in
d I ag on aI a pretrained neural network.
12+ matrices in
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: the block 3. Selected Experimental Results
|
E | I ) Method MC Params AccY% Training Time(s/epoch) Inference Time(s)
=
= 18 Adaptive Fastfood 85.65% 2.15M 93.60(+0.02) 2100 148.27
) ) i ) . : Butterfly 85.82% 2.13M 93.34(+£0.12) 105 4.58
FU”y Elght in Four in Two in Separate Figure 4. Notation and Example of the DeBut factors. DeBut 83.77% 5 13M 93.72(£0.07) 50 1.01
] a grou a grou numbers _
mixed a group g P 9 P 2 3 DeBut Chains Table 1. Comparison results for VGG-16-BN on CIFAR-10. It showcases the effectiveness of DeBut versus the other two
methods. It can be seen that DeBut achieves the highest prediction accuracy with only 0.3M more parameters. We also
H note that Adaptive Fastfood takes around 2100s for each training epoch, making its training prohibitively slow even for
«H ~ « x « « A Bulging Chain 128 « 256 < 512 « 640 400 CIFAR-10.
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